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ABSTRACT

Given that broadband access networks are an integral part of
the ICT infrastructure and that DSL is the most widely de-
ployed broadband access technology, greening DSL has be-
come important. Our recent work demonstrated a promising
tradeoff between data rate performance and energy conser-
vation. However, more greening still implies possibly lower
data rate, and allocating this “price of greening” across in-
terfering users needs to be fair. This paper proposes four for-
mulations of fair greening in interference-limited networks,
unifies them into one general representation, and develops
a unified algorithm to solve them effectively. Simulations
quantify the intuitions on fairness in greening DSL, as these
four alternative approaches offer a range of choices between
maintaining a high sum data rate and enforcing various def-
initions of fairness. Fairness of allocating the price of green-
ing is also interesting in its own right.

1. INTRODUCTION
Greening the broadband access network is an essential

part of the emerging trend towards Green Information and
Communication Technology (Green ICT). The total num-
ber of broadband access lines worldwide is expected to grow
from 393 mln in 2008 to 635 mln by the end of 2013. One
of the most widely deployed broadband access technologies
is digital subscriber line (DSL) that has a market share of
over 65% and more than 200 million subscribers worldwide.
DSL refers to a family of technologies that are capable of de-
livering broadband data rates over the copper wires of local
telephone networks. One of the major obstacles to further
performance improvement remains to be the electromagnetic
interference, referred to as crosstalk, generated among differ-
ent lines operating in the same cable bundle. This crosstalk
is typically 10-20 dB larger than the background noise.

Dynamic spectrum management (DSM) has been devel-
oped as a key solution for tackling the crosstalk problem.
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The main idea of DSM is to prevent and/or remove crosstalk
by spectrum and/or signal coordination of all users. In this
paper we focus on spectrum coordination, also referred to
as multi-carrier power control or spectrum balancing. The
concept here is to jointly optimize the transmit power spec-
tra of multiple interfering users so as to prevent the de-
structive impact caused by crosstalk interference. The last
five years have seen a variety of powerful DSM algorithms
to significantly increase the data rates of DSL networks.
These algorithms range from fully autonomous [1, 12], to
distributed [6, 8] and fully centralized DSM algorithms [2],
where the main objective was all on data rate maximization
without considering energy consumption.

As part of the push towards Green ICT (by regulatory
organizations, e.g., ITU-T Study Group 15 and European
Code of Conduct for broadband equipment [5]), reducing en-
ergy consumption of broadband equipment has now become
an important consideration. In particular, the DSL Forum
encourages international standards bodies to develop tech-
niques for power reduction while preserving performance.

Energy-aware DSM is one of the most effective and read-
ily deployable ways to enable Green DSL. It offers a general
framework to manage transmit spectra so as to find a good
trade-off between data rate performance and transmit en-
ergy consumption. In our recent work [9], it is shown that
large power savings can be obtained with only minor degra-
dations in data rate performance: a typical DSL deployment
can have an 85−50 tradeoff with 85% of the data rate main-
tained by spending only 50% of energy. In related work such
as [11], the special case of total energy minimizing DSM is
also studied.

However, what is left under-studied in green broadband
access is the issue of fairness. Greening, either by imposing
energy consumption constraints or by adding energy-aware
terms in the objective function, will reduce performance
metrics. This is the “price of greening”. In an interference-
limited physical layer such as DSL, how should this price of
greening be allocated across the interfering users so that it
satisfies some notion of fairness? This is the subject of the
current paper.

Imposing fairness can change the shape of the tradeoff
curve between performance (sum data rate) and greening
(energy conservation). Furthermore, there is an interest-
ing tradeoff between how fair a greening approach is and
how much energy it can save. Among the four ways of fair
greening proposed, one (method 3) can maintain the high-
est data rate and be greened systematically with fairness
installed, while another (method 4) can provide completely
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proportional fair greening. These discussions on fairness of
allocating the price of greening among competing users may
be of interest to other areas of Green ICT.

After reviewing the DSL physical layer interference model
in Section 2, and our recently developed Green DSL frame-
work in Section 3, we develop four notions of fairness in
allocating the price of greening, resulting in four members
of a new family of optimization problems in Section 4. We
then show how a unified problem statement and solution al-
gorithm can tackle this family of problems by leveraging and
extending state-of-the-art DSM algorithms. This algorithm
is tested using realistic DSL channel simulators, with key
results summarized in Section 5.

2. DSL SYSTEMMODEL
We provide a brief introduction to DSL and refer the read-

ers to [7] for details. Consider a DSL network with a set of
N = {1, . . . , N} transmitting modems (i.e., users, lines) and
K = {1, . . . , K} tones (i.e., frequency carriers). We make the
standard assumption of perfect synchronization and discrete
multitone modulation. Modems employ single-user encod-
ing and decoding (treating interference as noise), resulting
in the following expression for the achievable bit rate of mo-
dem n on tone k:

bn
k (sk) , log2
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where sn
k denotes the transmit power of modem n on tone k,

sk = [s1
k, . . . , sN

k ]T denotes the transmit power of all modems
n on tone k, [Hk]n,m = hn,m

k is an N ×N matrix containing
the channel transfer functions from transmitter m to receiver
n on tone k. The diagonal elements are the direct channels,
the off-diagonal elements are the crosstalk channels. σn

k de-
notes the noise power on tone k in receiver n that contains
thermal noise, alien crosstalk and radio frequency interfer-
ence. Γ denotes the gap to capacity, which is a function of
the desired bit error ratio (BER), the coding gain and noise
margin [7].

The data rate of modem n, denoted by Rn, is the total
sum of the data rate over tones considering the symbol rate,
i.e., Rn = fs

P

k∈K bn
k (sk), where fs denotes the symbol

rate. Let R = [R1, . . . , RN ]T . Denote by P n =
P

k∈K sn
k

the total transmit power of modem n. DSL standards impose
the constraints on the transmit powers in terms of the total
powers (2) as well as spectral masks (3), given by:

P � Ptot (2)

sk ∈ Sk = {sk ∈ R
N : 0 ≤ sn

k ≤ sn,mask

k , n ∈ N}, (3)

where ‘�’ denotes the element-wise inequality. The P =
[P 1, . . . , P N ]T and Ptot = [P 1,tot, . . . , P N,tot]T with P n,tot

being the total power budget in modem n. The sn,mask

k cor-
responds to the spectral mask constraint for user n on tone
k. Then, the set of all achievable combinations of data rates
can be modelled by the achievable rate region R:
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n
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3. GREENING DSL
In our preliminary study [9], we proposed a unifying green

DSL framework, formulated by the following problem:

max
{sn

k
,k∈K,n∈N}
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tnP n

s.t. P n ≤ P n,tot n ∈ N ,
0 ≤ sn

k ≤ sn,mask

k k ∈ K, n ∈ N ,

Rn ≥ Rn,target, n ∈ N ,
X

n∈N

P n ≤ α
X

n∈N

P n,tot. (4)

The above problem is a general physical layer resource allo-
cation formulation that can model different operating points
jointly in terms of data rates (Rn : n ∈ N ) and total trans-
mit powers (P n : n ∈ N ).

Choosing the proper values of {wn, tn, Rn,target, α} en-
ables network operators to steer the efficient configuration
between data rates and energy consumption. In particular,
there are two alternative ways to green DSM to different de-
grees: (1) change the ratio between rate weight w and power
weight t, and (2) change the energy consumption constraint
α. Based on the generalized green DSL framework in (4), we
showed that significant power savings (e.g., 50%) are feasi-
ble only with minor degradation in data rate (e.g., 15%) [9].
This desirable tradeoff is in part due to the details in the
interference structure of DSL and the dependence of rate on
the Signal-to-Interference-Ratio.

4. FAIRNESS IN GREENING DSL
However, what remains under-studied is the issue of fair-

ness. The interfering users of a DSL network emit different
amount of interference to other users, causing different de-
grees of difficulty in achieving a desirable “green vs. fast”
tradeoff. How to allocate the price of greening, in terms
of rate reduction, among the competing users now becomes
important if green DSL is going to be standardized and de-
ployed. In this and the next section, we study four dif-
ferent notions of fairness, which lead to four optimization
problems that present different energy-performance tradeoff
curves and yet can be solved in one unified way.

4.1 Fair greening formulations
There is no universally agreed notion of fairness, especially

when applied to an emerging topic like Green ICT. Based on
a range of reasonable views on what fairness is, we develop
four formulations of Green DSL in this section, each pa-
rameterized by a “degree of greening” parameter β ∈ [0, 1].
Throughout this subsection, for a given greening formula-
tion, we denote by {Ro, P o} the rate-power point some-
where on the border of the rate region R when β = 1, i.e.,
the point when no greening is applied.

(1) Energy-fair greening
In this approach, we target “perfect power fairness” by

having weighted rate maximization as the objective, and
proportionally reducing the available transmit power per
modem:

Greening 1: max
{sk∈Sk,k∈K}

X

n∈N

wnRn

subject to P n ≤ βP n,tot, n ∈ N .(5)

(2) Rate-fair greening
In contrast to the previous approach, this approach tar-

gets “perfect rate fairness” by having power minimization as
the objective and by proportionally reducing the minimum
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Table 1: Reduction of the unified formulation (9) into the four special cases

Energy-fair Rate-fair Sum-rate-fair Energy/Rate proportional

U wT R̂ −1T P̂ wT R̂ + δ
P

n
Gn(P̂ n) wT R̂

I P̂ − βPtot

"

P̂ − Ptot
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# "
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#

P̂ − βPtot

E / / / R̂ − βRo(P̂/Po)

f w [λN+1, . . . , λ2N ]T w w + µ

h λ [λ1, . . . , λN ]T + 1 t + ǫ(P − P̂) λ + µβRo/Po

R̂n / / / /

P̂n / / (Gn

P̂ n)−1((λn + λN+1 − tn)/δ) /

target data rate of users:

Greening 2: max
{sk∈Sk,k∈K}

−
X

n∈N

P n

subject to P n ≤ P n,tot, n ∈ N ,
Rn ≥ βRn,o, n ∈ N .(6)

(3) Sum-rate greening with fair regularization
Yet another alternative formulation is to start from the

weighted sum rate formulation with a system total power
constraint parameterized by β. However, this formulation
does not impose any fairness consideration and indeed can
return solutions that favor some users substantially. There-
fore we augment the objective function with a fairness term
G:

Greening 3: max
{sk∈Sk,k∈K}

X

n∈N

wnRn + δ
X

n∈N

Gn(P n)

subject to P n ≤ P n,tot, n ∈ N
X

n∈N

P n ≤ β
X

n∈N

P n,tot, (7)

where δ is a weighting factor tuned to emphasize the impor-
tance of greening fairness relative to the maximal weighted
data rate performance. The function Gn(P n) may take dif-
ferent forms depending on the desired energy fairness. One
possibility is α-fairness: Gn(·) = (·)1−α/(1 − α), for α > 0,
and log(·), for α = 1, which includes max-min (α → ∞)
and proportional fairness (α = 1) as special cases. Another
possibility is to use second-moment as a measure of fair-
ness: Gn(.) = −(.)2. Therefore, we have the following three
special cases:

• Greening 3A: (7) with δ = 0;
• Greening 3B: (7) with δ > 0 and Gn(.) = −(.)2;
• Greening 3C: (7) with δ > 0 and Gn(.) = log(.).

(4) Energy/Rate proportional greening
In the fourth approach, the ratios of their data rate de-

crease and their total transmit power decrease are kept the
same across the users: those that transmit at higher rate
takes a proportionally larger share of the price of greening:

Greening 4: max
{sk∈Sk,k∈K}

X

n∈N

wnRn

subject to P n ≤ P n,tot, n ∈ N ,
Rn

Rn,o
/

P n

P n,o
= β, n ∈ N .(8)

This formulation requires no weight to be tuned as in (7).
Note that β = 1 corresponds to no greening and increasing β
corresponds to greening. One can easily extend (8) with an
extra bisection search to find the value of β that corresponds
to a particular system power usage. This is because system
power usage is monotone decreasing with increasing β.

4.2 Unified formulation and solution algorithm
Mathematically, the four fair greening methods in (5), (6),

(7) and (8) can be shown as special cases of the generalized
fair greening formulation:

max
R̂,P̂,{sk∈Sk,k∈K}

U(R̂, P̂)

subject to I(R̂, P̂) ≤ 0, E(R̂, P̂) = 0,

R̂ = R, P = P̂, (9)

where the specific forms for U(R̂, P̂), I(R̂, P̂) and E(R̂, P̂)
corresponding to the four formulations, are given in Table 1.

Solving these problems is challenging since they are NP-
hard non-convex problems. To tackle computational dif-
ficulty, we use Lagrange relaxation. The power of this ap-
proach lies in the fact that (asymptotic) strong duality holds
despite the nonconvexity of the optimization problem [4] and
that the overall problem can be easily decomposed into the
many much simpler independent subproblems. We present
the following three subproblems to be solved, based on the
Lagrange relaxation of the original problem (9), that are
reduced in dimension and are thus much simpler to solve.
More details of this decomposition methodology can be found,
e.g., in [1, 10].
P1. Find the optimal Lagrange multipliers λ, µ, ν, t, that

enforce the constraints. This can be solved by standard
subgradient based updates of the Lagrange multipliers
where the subgradients are I(R̂, P̂) and E(R̂, P̂).

P2. Solve the convex unconstrained problem in R̂ and P̂:

max
R̂,P̂

U(R̂, P̂) − λ
T
I(R̂, P̂) − µ

T
E(R̂, P̂)

− ν
T R̂ + t

T P̂ (10)

Using first order necessary conditions, R̂ and P̂ are
given by solving the following system:

UR̂n(R̂, P̂) − λ
T
IR̂n(R̂, P̂)

− µ
T
ER̂n(R̂, P̂) − νn = 0, n ∈ N (11)
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UP̂ n(R̂, P̂) − λ
T
IP̂ n(R̂, P̂)

− µ
T
EP̂ n(R̂, P̂) + tn = 0, n ∈ N (12)

where Fx(.) refers to the derivative of a function F (.)

w.r.t. the variable x, e.g., UP̂ n(R̂, P̂) = ∂U(R̂, P̂)/∂P̂ n.
P3. Solve the per-tone problems for each tone k:

max
{sk∈Sk}

X

n∈N

νnbn
k (sk) −

X

n∈N

tnsn
k (13)

This non-convex problem in dimension N can be solved
using existing per-tone solutions, e.g., [1–3,6, 8].

From the three decomposed subproblems above, we can read-
ily develop the procedure for solving the unified green DSL
formulation (9), as is described in the algorithm General-
Green-DSL. The functions f and h can be standard sub-
gradient updates, i.e., ν = ν+ǫ(R̂−R) and t = t+ǫ(P−P̂),
where ǫ refers to the step size for the subgradient updates.
We prove that the algorithm converges to a point which is
either a locally or globally optimum, depending on the par-
ticular DSM algorithm used in P3. We skip its convergence
proof due to space limitation.

General-Green-DSL

1: Initialize R̂, P̂, {sk ∈ Sk, k ∈ K}, λ, µ, t, ν
2: repeat
3: λ = [λ + ǫ(I(R̂, P̂))]+

4: µ = µ + ǫ(E(R̂, P̂))

5: ν = f (R̂, P̂, {sk ∈ Sk, k ∈ K}, λ, µ, t, ν)

6: t = h(R̂, P̂, {sk ∈ Sk, k ∈ K}, λ, µ, t, ν)

7: Obtain R̂ and P̂ by solving system (11) and (12)
8: ∀k ∈ K: Solve per-tone problem (13)
9: until convergence

5. SIMULATION RESULTS
We consider a practically highly relevant ADSL scenario

as shown in Figure 1, where for illustrative purpose we
present the 2-user dynamics. This is a so-called near-far sce-
nario, which is known to be a challenging scenario, where
DSM can make a substantial difference. More extensive sce-
nario simulations will be presented in the journal version.
The following realistic parameters settings are assumed in
the channel simulator. The twisted pair lines have a diam-
eter of 0.5 mm (24 AWG). The maximum modems’ total
transmit power P n,tot is 20.4 dBm. The SNR gap Γ is 12.9
dB. The tone spacing ∆f is 4.3125 kHz. The DMT symbol
rate fs is 4 kHz. For solving the per-tone problem (13), we
used the MS-DSB algorithm that is shown to converge to
the globally optimal solution for this scenario [8].

Modem 1
5000m

Modem 1

 3000m
Modem 2

3000m
Modem 2

RT1

CO

Figure 1: 2-user near-far ADSL scenario

Figure 2(a) shows the trade-off between the normalized
sum data rate performance (w.r.t the maximum unweighted

sum rate
P

n
Rn,o for full power usage), and the normalized

greening measured by the actual consumed power divided
by the total maximum available power (i.e.,
P

n
P n/

P

n
P n,tot), for the six different greening methods

in Section 4.1. We generally observe logarithmic curves, im-
plying that significant power savings can be achieved with
only small degradations in data rate performance. Different
greening methods pay a different price of greening (i.e., loss
in sum rate data rate performance due to greening). Green-
ing 3A is the best in terms of sum rate performance, i.e.,
50% of system power is saved while still achieving 93% of
data rate performance. However, Greening 3A is intuitively
the most unfair, since it contains no mechanisms to steer
towards fair transmit power and/or data rate allocations.
Other greening methods have worse sum rate performance,
where in particular that of Greening 1 (energy-fair) gives
the smallest sum rate. Note that for Greenings 3B and 3C,
only one simulation point is shown rather than a parametric
curve, due to their dependency on the chosen weight δ in (7).
Different values for this weight lead to different trade-offs,
and it is not straightforward to tune this weight δ in order
to arrive at a specific tradeoff point. This extra tuning for a
good trade-off can be regarded as a pitfall of Greenings 3B
and 3C from the perspective of green system design.

Figure 2(b) shows the distribution of the normalized data
rates (w.r.t. the full power data rate Rn,o for each user
n) and normalized transmit powers (w.r.t. the full power
P n,tot budget of each user n) across the two users for dif-
ferent greening methods when 50% greening is applied. We
observe that Greening 3A allocates the data rates and the
transmit powers very unfairly over the users, i.e., user 2
dominates over user 1 in terms of transmit power and data
rate. By definition, Greening 1 equalizes the normalized en-
ergy as it proportionally allocates its transmit powers over
the users. Greening 2 equalizes the normalized data rate,
but has uneven allocation of transmit powers. Greenings
3B and 3C succeed in obtaining relatively better fairness in
terms of transmit powers as well as data rates than Greening
3A. This is due to the addition of the fairness term into their
objective functions. However, the price of this is a reduced
sum data rate performance as seen in Figure 2(a), compared
to Greening 3A. Finally, Greening 4 reduces its data rates
proportionally to its transmit powers for all modems as it
was designed for.

To further quantitatively evaluate the fairness of greening
methods, a definition of fairness measure is needed. A good
candidate is a measure that jointly considers energy and
rate fairness in its definition. To that end, we propose the
following definition of greening fairness index F :

F =
1

N − 1

“ (
P

n∈N xn)2
P

n∈N x2
n

− 1
”

, (14)

with xn = (Rn/Rn,o)/(P n/P n,o) and {Ro,Po} denotes the
point on the boundary of the rate region without greening.
F = 1 when all users have the same ratio between data
rate decrease and power decrease, and approaches 0 as these
ratios start to deviate from each other. Figure 2(c) shows the
trade-off between the greening fairness index F and power
reduction due to greening for the proposed six methods. The
key messages are as follows:

• Greening 4 is 100% fair w.r.t. F , since it was con-
structed by considering both energy and data rate in
the first place.

77



0.2 0.4 0.6 0.8 1
0.7

0.75

0.8

0.85

0.9

0.95

1

Greening (= power usage)

P
e
rf

o
rm

a
n
c
e
 =

 s
u
m

 o
f 
ra

te
s

 

 

Greening 1

Greening 2

Greening 3A

Greening 3B

Greening 3C

Greening 4

(a) Normalized sum data rate performance vs.
greening for different greening methods

1 2 3A 3B 3C 4
0

0.5

1

n
o
rm

a
liz

e
d
 u

s
e
r

d
a
ta

 r
a
te

s
  
  
 

1 2 3A 3B 3C 4
0

0.5

1

n
o
rm

a
liz

e
d
 u

s
e
r

 p
o
w

e
r 

u
s
a
g
e
s
  

Greening methods

(b) Normalized data rates (top) and normal-

ized transmit powers (bottom) for two modems
(blue: modem 1, red: modem 2) for different
greening methods when 50% greening is ap-
plied

0.2 0.4 0.6 0.8 1
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Greening (= power usage)

G
re

e
n
in

g
 f
a
ir
n
e
s
s
 i
n
d
e
x

 

 

Greening 1

Greening 2

Greening 3A

Greening 3B

Greening 3C

Greening 4

(c) Greening fairness index F (14) vs. greening
for different greening methods

Figure 2: Simulation Results

• Energy-fair Greening 1 is also quite fair, whereas rate-
fair Greening 2 is unfair.

• Sum rate greening 3A is very unfair. However, by
adding the fairness terms to Greening 3A, i.e. Green-
ing 3B and 3C, the fairness behavior, w.r.t. F , be-
comes much better, i.e. from 67% to more than 94%.

In summary, Green DSL can generally lead to large energy
savings with only minor data rate performance degradation.
However one should carefully choose its greening strategy
that significantly affects fairness in the data rates and the
amount of energy savings. Some greening strategies can
lead to very unfair allocations in terms of data rates and/or
transmit powers, which can even put some users on weak
DSL lines out-of-service. The application of fair greening
technology can prevent that, but the price to pay is possibly
a further loss in sum rate performance.

6. CONCLUSION
In order for green DSL to be deployed, Internet Service

Providers must ensure certain notions of fairness across the
interfering users, when allocating the tradeoff between high
data rate and low energy consumption. There is no single
universally agreed notion of fairness in greening, and this pa-
per explores four alternative approaches. Their unified rep-
resentation can be solved effectively by the General-Green-
DSL algorithm. They present a range of choices in the three
way tradeoff among sum data rate, total energy consump-
tion, and the fairness index. In particular, Method 4 guar-
antees a proportional relationship between performance and
greening across the users, while maintaining a reasonable
data rate.
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